
Memo to the President & Congress: Society Panel

Generative AI
Governance of

• Congress should take necessary steps to consider narrow, product-specific restrictions on 
foreign digital platforms representing national security risks, such as TikTok.

• The U.S. should develop a more comprehensive risk-based, policy framework to restrict 
foreign digital platforms from countries of concern.

• An American approach to governing GenAI should act in accordance with SCSP’s Governance 
Principles

• The U.S. should continue adapting present sector-specific regulatory authorities to address 
issues raised by GenAI, and Congress should legislate requirements that operationalize 
responsible and ethical AI principles.

• OSTP, with OMB, or another equivalent government entity, should provide sector regulators 
with tools to determine which AI uses should be the focus of their regulatory efforts.

• Congress should consider overtime establishing a centralized AI authority that can regulate AI 
issues that cut across sectors and fill regulatory gaps.

• NIST should convene industry stakeholders to establish a standard of conduct for synthetic 
media. 

• Congress should scale public digital literacy education and disinformation awareness by 
passing legislation. 

• Content distribution platforms should be required to technically support a content and 
provenance standard.


